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Abstract

The interoperability of information systems has been pursued for a long time and
is even more demanded in the Internet era. This paper reviews the literature in this
area, from the database perspective. It covers work on interconnection of databases,
classification of data integration problems, major standards and architectures, and the
most recent developments in the fields of semantic Web, Web services and scientific
workflows.
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1 Introduction

The traditional paradigm for information systems development is based on the cycle model-
ing-design-implementation, and considers a single database framework, with one schema
using one data model. The advent of heterogeneous systems and, more recently, the Web, is
changing this picture. Large amounts of data are available in distinct formats and platforms.
Data repositories varies from structured database management systems to unstructured files.
The lack of agreement on data representation and semantics across heterogeneous systems
makes the interoperability problem very complex.

Web systems are in permanent evolution, with new devices, new data sources and new
requirements. The possibility of dynamic connections among systems components on the
Web adds complexity to the situation. The demand for interoperability has boosted the
development of standards and tools to facilitate data transformation and integration. Nev-
ertheless, there are still many challenges to be met, especially those concerned with data
semantics and behavior of cooperative systems.

This work surveys some results from the literature related with interoperability and,
more specifically, data integration. Our goal is the construction of data warehouses (or
materialized views) integrating several kinds of data sources, particularly for scientific ap-
plications in agriculture. Data warehouses are a suitable starting point for research and
experiments on data integration. The maintenance of consolidated data at the warehouse
confers greater versatility to data representation and manipulation. The unidirectional flow
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of data from the sources to the warehouse, as well as the warehouse update policy which
does not require on-line access to data sources, simplifies data processing. The problem can
be decomposed into two steps (i) extracting data from the sources to feed the warehouse,
and (ii) integrating these multiple source data into the warehouse. The emphasis of this
work is on the second step. The focus is on representational and semantic issues, and the
fundamental data integration problems.

Distinct data sources may be maintained independently. In fact, autonomous manage-
ment of databases is frequently a prerequisite for information systems. However, valuable in-
formation may be extracted when collections of data obtained from different data sources are
analyzed as a whole. The integrated analysis of data from different sources triggers a wide
variety of data heterogeneity problems. Furthermore, connection of autonomous heteroge-
neous databases complicates classical database problems such as consistency maintenance,
concurrency control, transactions and distributed query processing, and optimization. Our
research is not concerned with any of these problems. Only consistency maintenance is con-
sidered in some degree. The core of our research is semantic data heterogeneity, especially
when scientific data are involved.

Instead of trying to coerce all data into a single unified view in one step, we consider
integration of small collections of data, in several points of distributed and cooperative
processes. Integrated views of selected data sets, materialized or not, define the inputs of
data processing activities of distributed processes. The outputs of such an activity, regarded
as a data set or service, can be the input of another one. Thus, complex processes involving
data integration can be built by composing data sets and services in an open environment
like the Web.

The remainder of this paper is organized in the following way. Section 2 presents basic
concepts related with information systems interoperability. Section 3 analyzes interoper-
ability in the context of database systems. Section 4 focuses on data representation, data
heterogeneity conflicts, and data integration, establishing a framework to analyze related
problems and proposed solutions. Section 5 presents the most typical apparatus for data
integration. Section 6 describes the the major standards and technologies of the seman-
tic Web. Section 7 outlines the Web services technology and how it can be used to build
cooperative distributed systems. Section 8 refer to applications demanding technology to
support interoperability, particularly in scientific realms. Finally, Section 9 presents the
conclusions.

2 Information Systems Interoperability

Interoperability is the ability of two systems to exchange information, and correct interpret
and process this information [131, 105, 92, 9]. It requires some degree of compatibility
between systems, to enable data exchange and correct interpretation. Ideally, cooperative
systems should be compliant with computational and application domain standards. How-
ever, this level of standardization may be impossible to attain in practice, due to the rate
of technological changes, the lack of universally accepted standards, the existence of legacy
systems, or just for reasons of autonomy of each information system. Thus, in many cases,
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the only way to reach interoperability is by publishing the interfaces, schemas and formats
used for information exchange, making their semantics as explicit as possible, so that they
can be properly handled by the cooperative systems.

2.1 Viewpoints of Systems Interoperability

Hasselbring [107] shows that information systems’ interoperability must be considered from
three viewpoints: application domain, conceptual design and software systems technology.
Figure 1 illustrates the structure of a set of information systems and their interoperability
in each one of these viewpoints.

interoperability

View

Programmer’s
=
Figure 1: The viewpoints of information systems interoperability

The user’s viewpoint concerns the distinct views and specializations of domain experts.
The designer’s viewpoint refers to requirements modeling and systems design. The program-
mer’s viewpoint refers to the systems implementation.

Conflicts may appear in each of those three viewpoints. On the other hand, interop-
erability must be achieved in all these viewpoints, i.e., users of a system must understand
information coming from another system, the system design must accommodate the “for-
eign” data, and the computer programs must automate information exchange (i.e., the data
transfers and transformations). The hardest problems of data interoperability occur at the
application and conceptual viewpoints [2].

Furthermore, each viewpoint has the instance level (solutions, projects, application pro-
grams), the meta-level (with approaches and models used to describe the characteristics
of the instances), and, maybe, the meta-meta level, where the models are defined. Hence,
heterogeneity can also be considered at successive levels of abstraction.
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2.2 Technologies addressing Interoperability

The growth of computer networks has pushed the development of systems communication
technologies beyond protocols for message passing. Several paradigms related with dis-
tributed heterogeneous systems interoperability can be singled out in the literature. Some
of the most prominent of these paradigms in the Internet era are described in the following.

Distributed objects is the paradigm on the core of technologies like CORBA and DCOM
[179]. Each object has an object id, the code to implement its behavior, and a state
determined by the value associated with a number of internal variables. An object
encapsulates it internal state and code and provides an interface based on methods
to externally access and modify its state. Distributed objects communicate with each
other through remote method invocation. CORBA (Common Object Request Broker
Architecture) [48, 179] is the architecture of OMG (Object Management Group) for
distributed objects. CORBA objects can be anywhere in a network and are accessed
by remote clients, via method invocations, without having to know where each server
object resides, what operating system it executes on and how the object is imple-
mented. The language and the compiler used to create CORBA server objects are
transparent to clients.

Infopipes [191] are building blocks to implement stream data processing. An infopipe is
a language and platform independent abstraction for a data flow from a producer
to a consumer. It includes data processing, buffering and filtering. The infopipe
model includes facilities for managing quality of service properties (e.g., performance,
availability, security), composing and restructuring data flows during execution. This
model has inherent parallelism and embraces content semantics and user requirements,
allowing information flow control and resource use optimization.

Peer-to-Peer [164] refer to a class of systems that employ resources distributed across a
network to perform some function in a decentralized fashion. The resources encompass
processing power, data, storage means and network bandwidth. The function can
be distributed computing, contents sharing, communication or collaboration. The
key characteristic of a peer-to-peer system is that, in opposition to the client-server
architecture, each peer can provide some service to other peers, at the same time that
it benefits from the services provided by other peers of its community. Peer-to-peer
systems, such as Napster, and Kazaa, became popular for allowing people to share
audio and video files on the Web.

Composite Web Services [216, 231] use Web services — i.e., self-describing and indepen-
dent software modules accessible through the Internet — as the building blocks to
construct inter-institutional cooperative processes. Web services communicate via
messages, using standard Web protocols. These services encapsulate autonomous sys-
tems components with Web-based interfaces, taking advantage of the ubiquity of the
Web to provide wide access to those components. The fundamental problems of this
paradigm are the discovery of the services available on the Web to fulfill a particu-
lar need; and the coordination of services in distributed processes to achieve specific
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goals. Web services technology has been developed and applied in areas like electronic
commerce and finance. Our research combines Web services, workflows, and semantic
Web technology, to solve problems of scientific applications involving data integration
and cooperative work on the Web.

XML and Java are also expected to play an important role in the implementation of
interoperable distributed information systems [41, 178]: the former as a syntactic standard
for data representation (Section 6.1), and the latter as a portable language, allowing the
transference of source coded objects’ behavior from one platform to another.

3 Database Systems Interoperability

Information systems are characterized by the flow consisting of “data input, processing and
output”. The uncoordinated creation of heterogeneous files to store data of autonomous
systems leads to problems when different applications have to access shared data. Database
systems were proposed to solve these problems in centralized environments [137].

3.1 Centralized Database Systems

Database and database management systems (DBMS) [66, 67, 5] are among the most com-
mon means of managing data. A centralized database system accommodates all the data of
an organization in a unique internal schema. Views [23, 224, 81, 207], or external schemas,
are distinct logical database images, allowing (groups of) users to access a central database
according to their specific needs. A view is usually built by using a database query language
to write a query defining an image of a limited amount of data.

Database views are assigned to particular applications according to users’ requirements
and privacy concerns. A view can be materialized or non-materialized. Materialized views
are copies of data to support different database images. Non-materialized views, on the
other hand, are just abstractions, produced by translating requests to the abstract views
into requests to actual database or lower level views.

The user of a database (or view) must know the data model employed and the (external)
schema, in order to access the database directly through the DBMS. An alternative approach
is the construction of application programs atop the DBMS to help users in their daily
activities. The development of systems integrating different databases demands considerable
coordination of the teams responsible for the distinct databases, views and application
programs. This coordination is very difficulty to be achieved, even when the integration
involves only a few departments within the same organization.

3.2 Heterogeneous Database Systems

Heterogeneous database systems (HDBS) [66, 201, 137, 113, 5] are software packages that
integrate various preexisting database systems (DBSs) or HDBSs called components. The
same component can participate in various HDBSs. Components can be developed inde-
pendently and without any concern about subsequent integration.
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Sheth and Larson [201] characterize HDBSs using three orthogonal axes: heterogeneity,
distribution, and autonomy. The heterogeneity of a HDBS depends on the number and
severity of discrepancies among its constituent DBSs, with respect to their schemas, data
models, query languages, transaction management capabilities, DBMS, hardware, operating
systems and communication protocols. Discrepancies can appear at any abstraction level
(data instances, schema, data model). The heterogeneity can be reflected in the data
representation or be just a matter of interpretation. Distribution refers to the location
of the HDBS’ components. In principle, distribution is orthogonal to heterogeneity. A
distributed system can involve different hardware, software and communication platforms.
Autonomy refers to the freedom of the HDBS’ components to define and manage their
databases. The need for maintaining autonomy and the demand for sharing data are often
conflicting requirements. The integration of different databases cannot completely block
the capacity of each component DBS to manage its data without interference of the HDBS
general manager [5]. Autonomy can be classified in four categories [201, 5]:

1. Design autonomy refers to the independence of each component DBS to design its
database.

2. Communication autonomy refers to the ability of a component DBS to decide whether
to communicate with other component DBSs. A component DBS with communication
autonomy is able to decide when and how it responds to a request from another
component DBS.

3. Ezecution autonomy means that a component DBS is independent to execute opera-
tions (requested both locally and externally), with full control of transaction process-
ing.

4. Association autonomy asserts that component DBSs can independently decide what
information they want to share with the HDBS, to which requests they reply, when
to start and when to finish their participation in the HDBS.

3.3 Integrated Access to Multiple Databases

The approaches to enable integrated access to multiple physical databases can be roughly
classified in two categories: schema integration [18, 66] and the federated approach [136, 201,
137]. The former consists in providing some unified schema through which the users access
the integrated data. The latter, on the other hand, can just supply some means for accessing
exported views of the heterogeneous databases, leaving much of the data integration onus to
the users. Figure 2 illustrates the differences between these approaches. In the distributed
approach (on the left), the schema of each distributed database is a view of the unified
schema. In the federated approach, on the other hand, the export/import schemas of
the federated databases are externally handled. The schema integration approach makes
data heterogeneity transparent to the users, while the federated approach concede more
autonomy to the component databases.
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Figure 2: Distributed and federated database systems

There are several options for implementing HDBSs, with varying coupling degrees among
the component DBSs, and offering different trade-offs between cooperation and autonomy.
Elmagarmid and Pu [66] give an introduction to such systems, classifying them as follows.

e Distributed database system (DDBS) [66, 5, 67, 182] consists of a single logical database
that is physically distributed. Despite the physical fragmentation of data, a DDBS
supports a single data model and query language, with one schema integrating all its
contents.

o Federated database system (FDBS) [201] (also called heterogeneous database system
~ HDBS) is a distributed database system allowing heterogeneous components with
different data models, query languages or schemas.

e Multidatabase system (MDBS) [136, 137] is a collection of loosely coupled databases.
The key properties of a MDBS are the autonomy of the participant databases and
the absence of a globally integrated schema. MDBSs are employed when users want
to preserve their autonomy, even to the point of refusing to participate in a globally
integrated schema.

All these database systems architectures rely on some integrated or export/export
schema. However, they do not address the resolution of data heterogeneity conflicts to
build such an schema. They either consider that this problem has been solved or leave it
to the user.

3.4 Web Databases

Web Databases [54, 221, 93, 172, 32] make data stored in local databases accessible through
the Web, enabling applications like on-line stores and digital libraries. The most common
interfaces for querying Web databases are forms and navigation menus on Web browsers.
The query specification resulting from a user interaction with such an interface is encoded
and sent to a Web Server, which submits the query to the DBMS. The result is converted
into HTML format to be returned via the Internet and showed in the browser. Options
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for implementing the interaction between the Web Server and the DBMS are described
in [130, 65].

The challenge of the querying Web databases research is the construction of a unified
and simple interface. The most common approach to solve this problem is the generation of
wrappers and mediators to integrate data from Web pages provided by Web databases [221,
32, 31, 143]. These solutions tend to be complex, inefficient and unsuitable in many cases,
due to the dynamics of the sources interface and availability. Other solutions available in
the literature include [172, 93, 54]. Neiling et al. [172] present automated means to recover
and integrate the contents of related Web databases (e.g., movie databases). Gravano et al.
[93] describe a system to organize Web databases in hierarchies of classes, according their
contents. Silva et al. [54] use keywords specified by the user to derive structured queries to
be submitted to one or more DBMSs.

4 Data Integration

Heterogeneous data are those data presenting differences in their representation or inter-
pretation, although referring to the same reality [136]. Data heterogeneity conflicts are the
incompatibilities that may occur among distinct data sets. The interoperability problem
considered in this section is data integration [63, 185], i.e., providing a single view for a set of
heterogeneous data, with unified syntax, structure and semantics. Data integration involves
the resolution of heterogeneity conflicts and transformations of source data to accommodate
them in the integrated view.

In order to make data integration possible, it is necessary, at first, to categorize the kinds
of data to be integrated and the heterogeneity conflicts. Then, conflicts can be solved in
a sequence determined by their categories. The rest of this section discusses the proposals
available in the literature and defines a framework to analyze and handle data integration
problems.

4.1 Data Structuring
Structured Data

Conventional database systems take advantage of rather strict data structuring, expressed
via a database schema using a data model, to provide data management facilities, with
efficient data access and consistency maintenance. That is the case of the classical relational
database management systems and even the object-oriented systems.

Data structuring presents virtues and drawbacks with respect to data integration. On
the one hand, structure grants uniformity for data processing and helps maintaining consis-
tency. On the other hand, an structured integrated view from two or more heterogeneous
data sets is sometimes very difficult to obtain.

Semantic data models [18], such as the entity-relationship data model, allow data to be
described in an abstract and intelligible manner, at the conceptual level. Thus, these models
can facilitate data integration. However, semantic data models are not versatile enough and
information can be lost on converting data among heterogeneous database schemas using
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these data models. The automation of the data conversion process is also difficult, because
of the gap between the implementation and the conceptual viewpoints.

Semi-structured Data

Semi-structured data [2, 1, 29, 104, 184] are those data whose structure is irregular and
partially known. In order to allow the identification of the data elements in the irregular
structure, semi-structured data have to be self-describing. Thus, the data and basic de-
scriptions of their structure and meaning (metadata) are assembled together. Differently
from structured data, where structure (type and schema) are defined prior to the creation
of data instances, semi-structured data instances can be created at the same time their
structure is defined.

Semi-structured schemas and data models are usually formalized as graphs, whose nodes
represent data elements and whose edges represent nesting and reference relationships be-
tween data elements [2, 184]. This data structuring is suitable for data integration and Web
systems. Current research in databases includes how to model, query, restructure, store
and manage semi-structured data [2, 60, 1]. Other research themes include extracting some
structure from data in formats such as those prevalent in the Web [2, 78, 32, 31, 143, 174],
text documents [4] and spreadsheets [132], in order to integrate these data.

4.2 Characterizing Data Heterogeneity

The most widespread way to characterize data heterogeneity is to separate representation
from interpretation concerns [201]. Representational conflicts refer to syntactic or structural
discrepancies in the portrayal of heterogeneous data. Semantic conflicts refer to disagree-
ment about the meaning, interpretation or intended use of the same or related data.

The solution of representational conflicts usually requires the analysis of their semantic
counterpart, i.e., establishing correspondences (perfect or not) between the meanings of data
items from heterogeneous sources. Semantic matches are often achieved only for specific
domains.

Both representational and semantic conflicts may occur in any level of abstraction:
instance, schema, data model. Thus data heterogeneity conflicts can also be classified
according to the following categories [105, 163, 124, 123]:

e Data conflicts are discrepancies in the representation or interpretation of instantiated
data values, which can differ in their measurement unit, precision and spelling.

e Schema conflicts are differences in schemas due to alternatives to depict the same
reality, such as using distinct names for the same entities or modeling attributes as
entities and vice-versa.

e Data versus schema conflicts are disagreements about what is data and metadata;
e.g., a data value under one schema can be the label of an entity or attribute in
another schema.

e Data model conflicts result from the use of different data models.
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4.3 Solving Syntactic and Structural Conflicts

The earlier solutions for representational heterogeneity [131, 163, 129] are restricted to the
relational data model. They extend SQL to allow the conversion of table and attribute labels
into data values and vice-versa. Other works explore languages with logical foundations,
aggregation and restructuring capabilities [86, 87].

Proposals for integrating semi-structured and other diverse data sources are surveyed
in [194, 78]. Several proposals concern the establishment of a standard syntax and data
model. Some of them are centered in object models [105, 193], while others use semi-
structured data to represent heterogeneous data at a more abstract level [43, 44, 184, 104].
The use of semi-structured data confers versatility to data representation, enabling data
transformations and mappings among irregular structures. On the other hand, as data
modeling constructs from typical data models often carry semantics, information can be lost
on converting data from such a data model into semi-structured data. The information loss
problem can be handled by maintaining proper metadata associated with the transformed
semi-structured data.

4.4 Reconciling Semantics

The solution of semantic conflicts relies on the standardization of the meaning of the con-
cepts, terminology, and structuring constructs found in source data [200, 180]. It involves
metadata enrichment to support the investigation of semantic matching among data items
from distinct data sets.

The first step is to semantically describe data, by associating consensual descriptions
to published and exchanged data [121]. At this stage, the establishment of an accord is
usually possible only for small communities [92]. Common semantics can be expanded to
wider communities, as information is better understood and appropriate levels of abstraction
are devised to make possible data exchange with minimal loss of meaning.

4.5 The Data Integration Steps

Data integration can be regarded as a sequence of steps, involving transformations and
investigation of correspondences among data elements, in order to produce a unified view
of heterogeneous data. Figure 3, adapted from [185], illustrates the information flow along
the data integration steps.

Heterogeneous data are first converted to a homogeneous format (e.g. XML), using
transformation rules that explain how to transform data from the source data model to the
target data model. The translated data and schemas are semantically poor for integration
purposes. Thus they must be enriched with semantic information (e.g., measurement units,
meaning of the terms appearing in tags and data values). Then, the correspondences be-
tween elements from heterogeneous sources are investigated, using the semantic descriptions
and similarity rules, to produce a collection of correspondence assertions. Finally, the corre-
spondence assertions and integration rules are used to produce an integration specification,
which describes how data elements from heterogeneous sources must be transformed and
mixed to produce a unified view.
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Figure 3: The data integration steps

Even though data integration ultimately requires human intervention, it is crucial to
automate or at least assist some laborious tasks, in order to make data integration practi-
cable. The goal of automated facilities is to make data integration easier and repeatable,
while allowing users to make decisions along the integration process.

5 Building Blocks to Integrate Data in Cooperative Systems

This section describes some categories of software apparatus that have been proposed to
support integrated data views. Such apparatus allow the interconnection of heterogeneous
data repositories, programs, materialized and non-materialized views, in such a way that
the output of one software module can supply the input to another module.

5.1 Gateways

A Gateway is a software component that allows a DBMS and/or an application program
directly connected to this DBMS to access data maintained by another DBMS, using the
data model and data manipulation language of the former. It is necessary to develop one
specific gateway for each DBMS pair. Gateways do not provide transparency for heteroge-
neous database schema and instances. Hence, gateways do not offer support to establish
a unifying view of heterogeneous data. Figure 4 presents a gateway providing access to
database “Y” for an application program and its directly connected database “X”.
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Figure 4: A database gateway

5.2 Wrappers and Mediators

Wrappers and mediators [225, 84] provide data manipulation services over a reconciled view
of heterogeneous data. Wrappers encapsulate details of each data source, allowing data
access under a homogeneous data representation and manipulation style (common data
model and, sometimes, standardized schema). Mediators offer an integrated view of the
data sets of several data sources that can include wrappers and other mediators. Some
systems adopt multiple levels of mediators in order to modularize the data transformation
and integration along successive levels of abstraction.

Integration
Specification

Transformation
Specification

Figure 5: Wrappers and mediators

Figure 5 shows two wrappers and one mediator providing integrated access to two dif-
ferent data sources. The mediator brokers the requests from the applications into requests
to the wrappers of the particular sources involved in the request. On receiving the replies
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from the source wrappers, the mediator composes the results to return an integrated result
to the application. Data transformation and mapping specifications drive the functioning of
wrappers and mediators. Wrapper generators and data mapping specification languages [84]
enable the specification of data integration in a more intelligible manner than using con-
ventional programming languages to hard code wrappers and mediators.

5.3 Data Warehouses

A data warehouse [190, 114, 148, 42, 144] is a separated database built specifically for
decision support. It provides the basis for analysis of large amounts of data, collected
from a variety of possibly heterogeneous data sources. A data warehouse replicates and
integrates data from sources such as relational databases maintained by on-line transaction
processing systems (OLTP), spreadsheets and textual data. These sources typically run in
the operational level of organizations, while data warehouses are intended for the strategic
level.

Data warehousing is the activity of collecting, transforming and integrating data for
consolidated analysis. This can be performed off-line with periodical updates, perhaps
overnight. The separation between the data warehouse and the data sources prevents the
warehouse from interfering in the functioning of the systems at the operational level and
confers flexibility for data organization and processing in the warehouse. Data from the
sources is first processed before being stored at the warehouse.

There are specific methods for modeling and organizing data in a warehouse — e.g.
multidimensional, star, and snowflake style schemas [112] — and also for data processing and
user interaction — e.g., on-line analytical processing (OLAP) [85, 94, 42, 106, 58]. Figure 6
shows the loading of data from the sources into a warehouse and their use for data analysis
purposes.

Data Analysis Data Analysis Data Analysis
Tool 1 Tool 2 oo Tool M

Materialized
Database

iupdates

M ~

Figure 6: A data warehouse
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5.4 The View Approach

Wrappers and mediators support non-materialized (i.e., abstract) integrated views for het-
erogeneous data, while data warehouses provide materialized views (i.e., concrete sets of
copied, transformed and integrated data). In data warehouses, the unidirectional data
flow, from the data sources to the warehouse repository simplifies the view update prob-
lem [100, 192, 241]. The data warehouse cannot be updated by end users. Updates done to
the sources have to be periodically loaded in the warehouse to reflect them in the unified
view. Figure 7 illustrates a general view-based data integration system. In this case, updates
posed on the exporting views are difficulty to be performed in the lower levels, especially
the original data sources. The transformations applied for data analysis purposes (e.g., data
aggregation) can lead to complex problems of data lineage and view updating [51, 52].

Application 1 Application 2 Application M

Y

Figure 7: The view approach

Many of the techniques developed for views in heterogeneous database systems can be
employed for the construction of wrappers, mediators and data warehouses. Unfortunately,
integrating highly heterogeneous data and exporting them to specific data analysis tools
are harder problems. They demand data transformation and management facilities beyond
those provided by the current DBMSs. Views stored in warehouses also involve histori-
cal information that may not remain in the original sources. Nevertheless, several works
take the view approach for the integration of heterogeneous data [18, 99, 213] and data
warehouses [144].

6 The Semantic Web

The semantic Web [197, 72, 57, 240, 62, 22] is an emerging research area whose goal is to
achieve information systems interoperability and enable a variety of sophisticated applica-
tions, by taking advantage of semantic descriptions of Web resources (data and services).
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It is an infrastructure on which different applications can be developed [69]. It intends to
enrich the current Web with formalized knowledge and data, that different human beings
and/or computers can exchange and process.

The key requirement for the semantic Web is interoperability. Data and metadata must
comply to consensual formats and conceptualizations, in order to enable their exchange and
proper processing. Therefore, standards for expressing data and metadata are crucial for
the semantic Web. Figure 8, adapted from [127], illustrates the semantic Web layers of
standards and technologies.

Trust
o Proof
S2| Logic :
oc -
a _c_»| Ontology |
“ RDF+RDFS |
XML + Schema |

| Character Encoding + URI |

Figure 8: Layers of semantic Web standards and technologies

The lowest layer, character encoding + URI, provides an international standard for
coding character sets (Unicode) and a means to uniquely identifying resources in the se-
mantic Web (the URI specification [214]). The XML [236] layer, which includes names-
paces [170] and schema definitions [236, 237], constitutes a standard syntax, with an un-
derlying data model, to express interchangeable data and schemas. In the RDF + RDFS
layer, RDF [133] allows statements associating resources with their properties. RDFS (RDF
Schema) [27] enable the definition of vocabularies that can be referred to by the URIs in
which they are published. These vocabularies can be used to associate types to resources
and properties. The Ontology layer enriches vocabularies and supports their evolution, by
extending the repertory of concepts and semantic relationships among them. Several lan-
guages for describing ontologies in the Web have been proposed to fulfill the needs of this
layer [72, 88, 96, 150, 181, 55, 176].

The top layers: Logic, Proof and Trust are still under development. The Logic layer
expresses knowledge by rules, while the Proof layer uses these rules to infer other knowledge.
The Trust layer provides mechanisms to determine the degree of trust on inferred knowledge.
Digital Signature permeates several layers to ensure security, by using means like encryption
and digital signatures.

The remainder of this section describes the XML, RDF and ontology layers of the
semantic Web in more detail, analyzing the major standards and technologies and how they
interrelate.

6.1 XML
XML (eXtensible Markup Language) [236, 2] is a syntax standard, with a graph-based
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data model, to represent and exchange semi-structured data. XML derives from the ISO
standard SGML (Standard Generalized Markup Language) [115]. These languages are know
as meta-markup languages because they allow the definition of specific markup languages.
Like HTML, XML employs tags and attributes of tags to structure data. However, the
structure and tags of an XML document are user defined. In XML, tags and structure
are intended to describe data meaning, not data presentation as in HTML. Web servers,
browsers and certain applications are able to process XML-encoded data.

Figure 9 presents a fragment of a XML document containing climate data, specifically
water balance data (measurements of climate data, soil moisture and evaporation of this
moisture). These data refer to a particular point in the earth surface, denoted by its
geographic coordinates and the name of the city where that point is located. The major
data element contained in this XML document, WaterBal, expresses the geographic position
by means of the XML attributes location, latitude and longitude, attached to its
opening tag. This data element includes several climate measures for each month. Each
measure is represented by an atomic data element. The value of each measure appears
between the element’s opening and closing tags. For example, the value of the average
temperature in January is enclosed by the tags <Temperature> and </Temperature>. This
atomic data element is nested in the composite element congregating all the measures for
January, delimited by the <Jan> and </Jan> tags. The default namespace associated with
this XML document points to the description of its schema (presented in Figure 10), via a
http address.

<?xml version="1.0"?>
<WaterBal xmIns="http://www.agric.gov.br/ WaterBalBrotas.xml"
location="Brotas" latitude=-22.1500 longitude=-47.5800>
< Jan>
<Temperature> 22.0 </ Temperature>
<AvgRainFall> 201.83 </ AvgRainFall>
<PotET> 115.4 </ PotET>
<RealET> 115.4 </ RealET>
< Stored> 125.0 </ Stored>
<WaterDeficit> 0.0 </ WaterDeficit>
<WaterExcess> 86.0 </ WaterExcess>

</Jan>

</ WaterBal>

Figure 9: An XML document for climate data (water balance)

The emergence of XML poses many challenges to academia and industry [61, 40, 223,
135]. Leading software vendors are moving toward adopting XML, either as an internal
data representation model for their software or just for data exchange among different
applications and platforms. The publication of data in XML format can make the Web a
huge XML data source for all sorts of information.

There are many technologies being developed to explore the potential of XML (e.g., XML
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query languages [2, 238, 24]). The use of XML as a data representation standard can bring
many benefits for data integration [2, 135]. Furthermore, since XML is a semi-structured
data model, it can lend versatility and openness to data representation and integration.

However, XML alone does not solve all the data heterogeneity conflicts. XML data sets
from independent sources can present schema and semantic conflicts, even if these sources
provide data about the same domain for the same application. The resolution of these
conflicts requires consensual semantics to be associated with XML contents and tags. This
cannot be done in one step. Interoperability requires multiple agreements on XML data
modeling and terminology.

Common Schemas and Metadata Standards

DTD and XML Schema are schema languages for XML [134]. Schema specifications can
be stored with XML data, or in a separate document, that can be referenced to by several
XML documents. DTD (Document Type Description) [236] is part of the XML specification
itself. It defines the structure of XML documents using a list of element declarations. These
declarations, in the style of regular expressions, define the types of atomic XML components
and the nested structure of composite elements.

XML Schema [237] offers an XML-based syntax to describe the structure and con-
straining the contents of XML documents. XML Schema reconstructs and extends DTD
capabilities. Figure 10 presents an XML Schema description for the climate data document
presented in Figure 10. The first line of this description declares the namespace for the XML
Schema vocabulary. The second one states that a document conforming to this schema must
have an element called WaterBal (the string used in its tags) of the type WaterBalType. An
element of type WaterBalType includes twelve nested elements of the type AggregValues,
to hold the climate measurements for each month of the year. WaterBalType also includes
attributes to specify the geographic location to which the climate data refer.

Note that the schema description is not enough to ensure the correct interpretation of the
XML data and support data integration. Much semantic information is missing. For exam-
ple, there is no indication of the measurement units and the geographic coordinate system
used in the XML and XML Schema fragments of climate data. In addition, the meaning of
the data elements is not clearly specified by their tags. For example, Temperature probably
refers to the average temperature in the month, while AvgRainfall refers to the average
accumulated rainfall during the particular month (these averages are derived from temporal
series of weather data). The meaning of certain attributes like PotET and RealET (potential
evapotranspiration and real evapotranspiration, respectively) are even harder to infer, and
require expert knowledge to be fully understood.

This example illustrates the need to associate consensual semantics with XML data and
their markup. The use of standard schemas and metadata standards, with well documented
and widely agreed meaning, can decrease this problem. General metadata standards such as
Dublin Core [59] define vocabularies and the precise meaning of terms for general use, while
metadata standards and standard schemas developed for specific fields help to establish
some consensus inside these fields [218]. However, these standards and formats are not
enough because: (i) they hinder the autonomy of information systems, (ii) they do not
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<xsd:schema xmlins:xsd="http://www.w3.0rg/ 2001/ XMLSchema">
<xsd:element name="WaterBal" type="WaterBalType"/ >
<xsd:complexType name="WaterBalType">
</ xsd:sequence>
<xsd:element name="Jan" type="AggregValues"/ >

<xsd:element name="Dec" type="AggregValues"/ >
</ xsd:sequence>
<xsd:attribute name="location" type="xsd:string"/ >
<xsd:attribute name="latitude" type="xsd:Latitude"/ >
<xsd:attribute name="longitude" type="xsd:Longitude"/ >
</ xsd:complexType>
<xsd:complexType name="AggregValues">
<xsd:sequence>
<xsd:element name="Temperature" type="decimal"/ >
<xsd:element name="AvgRainfall" type="decimal"/ >
<xsd:element name="PotET" type="decimal"/ >
<xsd:element name="RealET" type="decimal"/ >
<xsd:element name="Stored" type="decimal"/ >
<xsd:element name="WaterDeficit" type="decimal"/ >
<xsd:element name="WaterExcess" type="decimal"/ >
</ xsd:sequence>
</ xsd:complexType>
</ xsd:schema>

Figure 10: An XML schema for climate data (climate data)

contemplate the evolution of these systems, (iii) they do not cover all types of data, and
(iv) they are unsuitable to provide different views of the same data.

6.2 RDF

RDF [133, 72] is the major format for machine-processable metadata in the semantic Web.
RDF is based on knowledge representation formalisms such as frames [165] and description
logics [15]. The basic construct of the RDF model is the statement — a triple of the form
subject-predicate-object, where subject refers to a resource (anything that can be denoted
by a URI), predicate is a property of that resource, and object is the value of that prop-
erty. The object can be a literal (e.g., a string) or another resource. An RDF statement
declares a property of a resource and can also be regarded as a resource-property-value
triple, where resource is used as a synonym for subject, property for predicate and value
for object. Thus, one can stipulate an RDF triple (http://www.Embrapa.br, PART_OF,
http://www.Brazil.gov.br) to indicate that the organization whose home page is accessible
by the URI http://www.Embrapa.br is part of the Brazilian government.

RDFS (RDF Schema) extends RDF with classes of resources, values, and properties. An
RDFS specification defines a structure of classes, properties and subclasses for a particular
domain or application, similar to an object-oriented class diagram.

Figure 11, adapted from [120], illustrates the use of RDF and RDFS to describe Web
resources. Two different RDF schemas, on the top of the figure, describe resources for
gathering weather data (e.g. weather stations). The RDF schema on the left describes
these resources from the point of view of scientists who are interested in analyzing weather
data. These scientists connect their applications to data collecting devices available on the
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Web (e.g. via Web services) to obtain such data. Their applications are concerned with
the geographic location of the data collecting devices and how different land parcels (e.g.,
states, counties) are interrelated. A company responsible for the maintenance of the data
collecting devices, on the other hand, has a different view of the same resources. For such
a company, each device is an equipment, with category and model. Each equipment is
associated with one client.

www.FiletoEquip.com.br/schema2.rdfs

| String | | String | | String | | String |

RDF Schema

RDF

&ws1 = http://www.embrapa.br/WeatherStationX
&ws?2 = http//www.iac.br/WeatherStatonkK e > subClassOf (isA)
&ws3 = hitp/www.unicamp.br/WheaterStatonrA > typeOf (instance)
&ws4 = http//www.unicamp.br/WheaterStationB

&eq1 = http://www.embrapa.br/CameraZ other kind of property

Figure 11: RDF descriptions of resources for collecting scientific data

Each resource in the unified RDF specification on the bottom of Figure 11 is an instance
of some class (i.e., another resource describing its type) of one or both RDF schemas on
the top. For example, the weather station &ws1 is an instance of WeatherStation in the
RDF schema on the left and of Equipment in the RDF schema on the right. &ws1 is a
shorthand for the URI http://www.embrapa.br/WeatherStationX. Statements involving
resource instances must match statements defined at the RDFS level. For example, &ws1
belongs to &Embrapa and is located in &Rio, a county of &RJ State. The URIs of land parcels
and clients are omitted for simplicity.

In addition to their use in providing different views of the same resources, RDF/RDFS
also help to define unified views of heterogeneous resources. For example, the weather
stations of Figure 11, having different technical characteristics and belonging to different
institutions, can be originally described and handled in different ways. Furthermore, their
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positions can be defined in distinct systems of geographic coordinates, and the arrangement
of land parcels can differ across institutions (e.g., water supply companies divide land in
hydrological basins). The data provided by different weather stations can also differ in their
structuring and representation (e.g., measurement units). Several layers of RDF/RDFS
descriptions provide the solution for these conflicts.

The RDF/RDFS standards play the following fundamental roles in the semantic Web:

denote relationships involving resources and resource descriptions;

provide distinct views of the same resources, tailored for different domain or applica-
tions;

build unified views for collections of heterogeneous resources;

describe knowledge in terms of vocabularies of concepts and the semantic relationships
among these concepts.

The XML/RDF Mismatch

RDF/RDFS can be expressed using XML syntax. However, many XML handling facilities
are not appropriate for handling RDF. XML and RDF/RDFS are both based on directed
graphs, but have different models. The RDF/RDFS model is a directed graph in which
labeled nodes represent resources or literals and labeled directed edges represent properties
linking resources to the values of their properties. The edges of the RDF graph-based model
are unordered and their labels define properties. The XML semi-structured data model, on
the other hand, is more hierarchical. The labeled nodes of the XML model represent data
elements or attributes, and its directed edges represent nesting and reference relationships
between data elements. In the XML model edges are unlabeled and the outgoing edges of a
node have a total order. Patel-Schneider and Siméon [187, 186] point out problems resulting
from this mismatch between the XML and RDF/RDFS models. They propose a semantic
foundation for the Web, based on model theory, to reconcile XML and RDF information
sources.

Handling RDF/RDFS

XML query languages, such as XQuery [238, 2], are not suitable for RDF, due to the models’
mismatch. Thus, several languages and tools have been developed specifically for querying
RDF metadata. Jena [119, 229] is a popular toolkit for handling RDF triples. It allows
navigation in RDF triples through an application program interface (API) or the RDQL
query language, an implementation of SquishQL [162]. Nevertheless, procedural languages
for handling RDF triples and their components are cumbersome. For many applications, a
template-based declarative language would be more appropriate. RQL (RDF Query Lan-
guage) [120] is a declarative language for querying RDF according to its graph model.
RQL adapts functionality of query languages for semi-structured and XML data [2], to
provide functional constructs, in the style of OQL [36], for uniformly querying RDF/RDFS.
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Sesame [28] is a server-based architecture for storing and querying large quantities of meta-
data in RDF/RDFS, with support for RQL and concurrency control. Most of the current
facilities for handling large RDF repositories, including Jena and Sesame, rely on rela-
tional or object-oriented database management systems to provide persistence and scala-
bility [119, 229, 68, 147, 120, 28]

6.3 Ontologies

Ontologies [215, 96, 97, 157] are shared conceptualizations of knowledge about delimited
domains. An ontology organizes definitions and interrelationships involving a set of concepts
(e.g., entities, attributes, processes). It captures the meaning of classes and instances from
a universe of discourse, by arranging the symbols (e.g., words, expressions, signs) referring
to them, according to semantic relationships [228].

An ontology entails or embodies a particular viewpoint of a given domain. This view-
point must be shared by a group of individuals, formed according to factors like geographic
proximity, cultural background, profession, interests or involvement in particular enter-
prises. These people establish agreements with respect to their views of the world and the
symbols used to communicate their views. Ontologies can be explicit or implicit, formal or
informal. However, they must be ezplicit and formal, to be represented and processed by
computers.

There is no convention with respect to the form of a machine-processable ontology. A
simple type hierarchy, specifying classes and their subsumption relationships, like a taxon-
omy, is an ontology. Even a relational schema can serve as an ontology, by specifying the
possible relationships and integrity constraints in a database.

Ontologies constitute a means to structure knowledge to support information retrieval
and interoperability [96]. The shared knowledge carried in ontologies enable precise stipula-
tion and resolution of queries [98, 198, 108, 13, 7, 169, 121] and information brokering [122,
158] in open environments. Ontologies also help data integration, particularly the investiga-
tion of correspondences between elements of heterogeneous data sources [13, 156, 21, 157].
Related research proposes the development of information systems components by trans-
lating ontologies into object-oriented hierarchies to implement these systems, giving rise to
the concept of Ontology-Driven Information Systems [97, 79].

The following paragraphs describe the currently proposed means to describe, develop and
manage ontologies in the semantic Web. Sections 7 and 8 include more specific discussions
of the use of ontologies in semantic Web applications.

Ontology Specification Languages

Several languages and formalisms have been proposed to express knowledge in ontolo-
gies [88, 96]. DAML+OIL and OWL are some of the most prominent ontology languages
for the semantic Web. They extend the RDF/RDFS vocabulary and enrich expressive-
ness for delineating ontologies (e.g., to express disjunction of classes and other constraints).
DAML+OIL [150] combines the basic constructs and syntax of DAML-ONT (DARPA Agent
Markup Language) [55, 72] with OIL’s (Ontology Inference Layer) [176] frame-based mod-
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eling primitives [165] and formal semantics and reasoning services, based on description
logics [15].

OWL (Web Ontology Language) [181] is a W3C candidate standard recommendation.
It is intended to describe classes and relations that are inherent in Web documents and ap-
plications. OWL carries influences of DAML+OIL, among other languages and formalisms.
Like OIL, OWL comes in three different flavors, with increasing expressiveness and com-
plexity.

Descriptions of other ontology languages appear in [72, 88, 186]. The relationship and
integration of XML with ontology representation languages and formalisms is addressed
in [13, 7, 187, 186, 6, 126].

Ontologies Development and Management

The development of ontologies is a laborious and error prone task, especially if it is done by
hand. Ontology engineering tools [175, 209, 90] can automate parts of this task and hide the
idiosyncrasies of the ontology specification languages and formalisms. These tools can offer
graphical interfaces, facilities for knowledge acquisition (e.g., legacy data set conversion and
incorporation in the ontology), remote access to knowledge repositories and means to check
the quality and consistency of the specifications produced.

Protégé [175, 209, 90, 70] is an example of an open-source graphic tool for ontology
editing and knowledge acquisition. It can be extended with plugins to incorporate new
functionality. Available plugins allow, for example, the development and exchange of on-
tology specifications in a variety of formats, including DAML+OIL and OWL.

Methodologies and guidelines for developing ontologies appear in [96, 208, 19]. They help
to enhance productivity and to improve the quality of the ontologies developed. Methods
and tools for automatically extracting ontologies from text documents and semi-structured
data are proposed in [83, 56, 166, 167, 169].

The spreading of ontologies for different domain and applications leads to interoperabil-
ity problems among diverse ontologies. Proposed solutions for this problem involve ontology
composition algebras and graph-based models for ontologies articulation [71, 168, 118, 228,
226, 227).

Finally, Jess [80] and Algernon [109] are examples of inference engines for the semantic
Web. These engines handle RDF/RDFS specifications and related formats as rules formal-
izing declarative knowledge. They apply inference to derive other knowledge from the base
knowledge present in ontology specifications. These engines can be plugged to an ontology
editor such as Protégé or simply process RDF/RDFS exported by such a tool.

7 Web Services

A Web service [73, 204, 35, 233] is a software module accessible through the Internet.
Web services are usually self-describing and independent. They communicate with clients
and other services via messages, over standard Web protocols. Each Web service can be
identified by a URI and exposes a XML interface to allow its discovery and invocation across

the Web.
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The Web services technology is based on the notion of building new applications by
combining network-available services. The services participating in distributed processes co-
operate to achieve some goal, by exchanging messages and coordinating their executions. It
enables interoperability of information systems, while allowing decoupling and just-in-time
applications integration. The resulting cooperative systems are potentially self-configuring,
adaptive and robust, because they can allow the dynamic incorporation of alternative ser-
vices and avoid single points of failure. Furthermore, implementing systems components
as Web services reduces complexity, as application designers do not have to worry about
platform and implementation details, which are encapsulated by the Web services interfaces.

7.1 Architecture and Basic Standards

A service oriented architecture postulates cooperation of software components with three
distinct roles: service providers, service requesters and service brokers. A service provider
holds the implementation of one or more services and manages the public interfaces that
make these services available on the Web. A service requester is the party that has a need to
be fulfilled by some published service. It can be a human user accessing services through a
console or Web browser, an application program or another Web service. The service broker
provides a searchable repository of service descriptions, where service providers publish their
services and service requesters find descriptions and binding information to access services
contemplating their particular needs.

Service providers, requesters and brokers communicate using standard technologies.
There are many standards currently under development to allow language and platform
independent implementation of Web services [128, 211]. Figure 12 outlines the layers of
standards and technologies supporting Web services-based applications.
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Semantic Web Services 2%
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Figure 12: Layers of Web services standards and technologies

The Network Protocols layer provides the basic communication facilities and protocols
(e.g., HTTP). SOAP [26] is a lightweight protocol for services to exchange XML-encoded
messages and make procedure calls over the Internet. Messages can be routed along a
message path. SOAP provides enveloping facilities to describe the intent of a message
and how to process it, a set of encoding rules for expressing instances of application-defined
data types, and a convention for representing remote procedure calls and responses. Though
SOAP was originally designed to use HTTP as the transport protocol, it can run on other
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network protocols such as FTP, SMTP or even raw TCP/IP sockets. SOAP is extensible,
allowing different communication models such as one-way, request-response and multicast.
In addition, SOAP is not tied to any language or component technology.

WSDL (Web Services Definition Language) [234] is a XML-based format for describing
Web services. WSDL specifies what a Web service does, where it is located and how it is
invoked. In WSDL, a service is regarded as a set of related endpoints called ports. The ports
of a service can communicate with ports of other services via messages, that can contain
either document-oriented or procedure-oriented information. The abstract definitions of
ports and messages are separated from their network deployment and data format bindings.
This allows the reuse of abstract definitions: port types that define sets of operations
supported by ports, and data types that define the data being exchanged. A concrete data
format and protocol specification for a port type constitutes a reusable binding. WSDL can
work in conjunction with SOAP, HTTP GET/POST or MIME.

UDDI (Universal Description, Discovery and Integration) [212] is a set of standard XML
schemas, SOAP messages and API specifications to build catalogs for finding specific Web
services. UDDI provides information about business (e.g., name, description, contact),
services offered and particular standards used to bind with these services. It also provides
identifiers and various taxonomies to describe business (e.g., related industry, products and
services, geographical region). A UDDI registry is itself a Web service, providing facilities
to create, modify, delete and query service descriptions. These registries can be public or
private. IBM and Microsoft provide public UDDI registries. Service providers only have to
register to one of these public registries, since updates to any of them are replicated in the
others on a daily basis.

The two top layers of Figure 12 refer to the semantic and functional aspects of Web
services integration. These layers are still under development with many proposals from in-
dustry and academia. The semantic Web services layer employs semantic Web technologies,
such as ontologies, to support Web services discovery, selection and composition, according
to the needs of specific domains or applications. The Cooperative Processes layer concerns
the coordinated execution of Web services in cooperative processes across organizational
boundaries. Finally, Access Control and Security Policies can be enforced in any Web
services implementation layer.

7.2 Cooperative Distributed Processes enabled by Web Services
Semantic Web Services

Semantic Web services [151] are associated with well-defined semantics to express their
functional properties, capabilities, applicability and ontological relationships, in order to
enable their utilization in cooperative processes over an open and distributed environment.
Research in this area rely on semantic Web ideas and technologies [111, 240, 95, 202, 149,
195, 203, 14, 183, 34, 151, 33].

The capabilities of registries such as UDDI and languages like WSDL are not enough
to support services discovery [183]. DAML-S (or DAML-services) [14] is an extension of
the DAML ontology specification language for Web services. It includes mechanisms to de-
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scribing, discover, select, activate, compose, and monitor Web resources. The work of [183]
employs DAML-S for services discovery, presenting an algorithm to match service requests
with the profile of advertised services, based on the minimum distance between concepts in a
taxonomy tree. Cardoso and Sheth [34] present metrics to select Web services for composing
processes. These metrics take into account functional and operational features such as the
purpose of the services, quality of service (QoS) attributes, and the resolution of structural
and semantic conflicts. Mcllraith et al. [151] use agent programming to define generic pro-
cedures involving the interoperation of Web services. These procedures, expressed in terms
of concepts defined with DAML-S, do not specify concrete services to perform the tasks
or the exact way to use available services. Such procedures are instantiated by applying
deduction in the context of a knowledge base, which includes properties of the agent, its
user, and the Web services.

Topology and models have been proposed to enable cooperation and composition of
services. Schlosser et al. [195] propose a graph topology, determined by a globally know
ontology, to speed up communication of Web services in a peer-to-peer system. Maximilien
and Singh [149] present a model for gathering and assessing information relative to the use
of Web services to determine their trustfulness. Sirin et al. [202] presents a prototype to
guide a user in the dynamic composition of Web services. Finally, Griininguer [95] show
how an ontology for process specification languages can serve as a semantic foundation for
the composition of Web services.

Web Services Coordination

Nowadays, there is a myriad of proposals concerning the interoperability and synchroniza-
tion of Web services [216, 103, 20, 76, 189, 231, 160]. Examples of Web services composition
languages include BPEL4AWS (BEA, IBM, Microsoft) [231], WSFL (IBM) [235], BPML
(BPMI), XLANG (Microsoft), WSCI (BEL, Intalio, SAP, Sun), XPDL (WfMC), EDOC
(OMG) and UML 2.0 (OMG). Some challenges of these technologies are: (i) reducing the
amount of low-level programming necessary for the interconnection of Web services (e.g.,
through declarative languages), (ii) providing flexibility to establish interactions among
growing numbers of continuously changing Web services during run time, and (iii) devising
mechanisms for the decentralized and scalable transaction control for cooperative processes
running on the Web. Much of the current technology for syncronizing processes are based
on centralized control, even if the the execution is distributed. This centralization is inap-
propriate for Web systems, for reasons of autonomy and scalability. Thus, in oppositon to
techniques to orchestrate services, Web-based workflows require technology to allow service
to choreography their executions, based on agreed upon protocols.

Van der Aalst [216] compares the major candidate standards for Web services composi-
tion and synchronization. He points out problems related with the lack of formal semantics,
expressiveness, complexity and adequacy of these proposals. [216] suggests the incorpora-
tion of well-established process modeling techniques in a single standard for Web services
composition. The use of Petri-nets for this purpose is considered in [103, 217, 171]. Activity
models appear in [82, 142, 141, 140, 139].
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8 Applications and Supporting Environments

Semantic Web applications take advantage of knowledge, represented in proposed standards
like RDF, to leverage automated means to describe, organize, discover, select and compose
Web resources for the solution of a variety of problems. The most usual approach is to
define semantic markup based on some ontology, and use them to integrate and provide
unified access to data and services, typically via Web portals. There are many examples of
this approach in the literature [108, 198, 98, 13].

Some experimental systems possess distinctive features. Edutella [173] is a Peer-to-Peer
infrastructure using RDF metadata to facilitate access to educational resources. In Edutella,
each peer holds a set of resources and has an RDF repository of resource descriptions, to
allow querying its contents at the storage layer (e.g., SQL) or user layer (e.g., RQL). Peers
can be heterogeneous in their internal organization and the query language they provide.
The common data model and the exchange language of Edutella enables a standard interface
for posing queries to specific peers or communities and find resources across the network.

Piazza [102] is an infrastructure to provide interoperability of data sources in the Web,
by mapping their contents at the domain level (RDF) and the document structure level
(XML), and addressing the interoperation between these levels. The mappings are specified
declaratively for small sets of nodes. A query answering algorithm chains these mappings
together to obtain relevant data from across the network.

Papers focusing specifically scientific applications of the semantic Web and Web ser-
vices include [206, 145, 159, 89, 39]. Some scientific applications refer to particular fields
such as bioinformatics [30, 138, 37, 205, 101, 91], earth sciences [17, 222] and the envi-
ronment [16, 38, 146]. The grid — a platform for coordinated resource sharing through
the Internet, increasingly used for scientific data processing — and the semantic Web have
mutual characteristics and goals [89]. Both operate in a global, distributed and dynamic
environment, and both need computationally accessible and sharable metadata to support
automated information discovery, integration and aggregation.

POESIA [74] introduces the concept of ontological coverages — tuples of terms taken
from a multidimensional ontology — which are used to describe the utilization scope of data
and processing resources, particularly in agricultural sciences. The partial ordering among
these descriptors enable the organization, discovery, and reuse of resources. POESIA also
includes mechanisms, based on ontologies, workflows and activity models, to semantically
orient the composition of Web services in cooperative distributed processes [74] and help to
trace the information flow across these processes [75].

Web services development and execution platforms are described in [77, 49, 125, 230,
161]. Bandholtz [16] propose the use of Web services to share ontologies and describes the
implementation of a service network for this purpose.

8.1 Scientific Workflows

Scientific work is typically based in experiments [39]. Sometimes scientists rely on simplified
models of real world phenomena to found their investigation, and use vast amounts of data
to corroborate their results. The technological development has generated a great availabil-
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ity of data, from a variety of heterogeneous sources, that scientists can use to enhance their
experiments. Moreover, scientists can exchange models and computer programs implement-
ing these models. Although scientific work can vary among diverse people, disciplines and
organizations, it can benefit a lot from data and systems interoperability.

Scientific Workflows [37, 12, 153, 220, 8] use workflow technology [117, 110, 53] to man-
age scientific work. They regard scientific experiments as complex processes with intricate
data transformations and information flow. These processes may encompass automatic and
manual activities. The data and execution dependencies among these activities can be very
complex, yielding interoperability and synchronization problems. Many scientific processes
are distributed, in order to enable cooperation of different groups and foster reuse of partial
results. Therefore, semantic Web service technologies are fundamental to implement these
processes in an open environment encompassing different platforms.

Scientific processes differ from business processes in several aspects. Scientific work
demands freedom to try alternative ways of doing things. The sequence of steps (and even
the goal, sometimes) is not totally known in advance. The scientist perform some task and
decides on the further steps only after evaluating the previous ones. Specific subjects in
scientific processes management include documentation [219] and reorganization [141] of
these processes.

The exploitation of the workflows paradigm for managing scientific processes has been
exploited in specific domains such as bioinformatics [30, 37, 205, 155] and geoinformat-
ics [196, 222, 154, 10, 116, 239, 11]. For instance, Cavalcanti et al. [37] combines metadata
support with Web services in a framework to support scientific workflows and apply this
framework to structural genomics. Seffino et al. [196], on the other hand, use scientific
workflows to describe and reuse patterns of geographic data processing in agricultural and
environmental applications.

8.2 Geographic Information Systems Interoperability

Geographic information systems (GIS) [3, 152, 45] manage data referring to geographic
entities or phenomena. These data are geo-referenced, i.e., they carry some indication of
the geographic location. A GIS provides specialized basic facilities to process geographic
data, being useful for information extraction, planning and decision support, among other
kinds of applications.

The GIS market is characterized by proprietary formats that make interoperability hard
to achieve. Many formats have been proposed for exchanging geographic data [177, 199, 9].
However, scientists have progressively found out that standard formats are not enough
to strengthen GIS interoperability [92]. The conversion of data through these formats
often results in information loss, incorrect interpretation of data and poor information
quality [47]. It happens because formats for geographic data exchange are mainly concerned
with syntax, structure and the geometry of geographic objects. Even GML (Geography
Markup Language) [177] do not ensure the correct interpretation of data, because it does
not take into account the semantics and the behavior of geographic objects.

The importance of establishing a semantic basis for geographic data representation and
management has been recognized in several papers [64, 188, 50, 79, 146, 232]. Cobrcoles
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et al. [50] describes an approach for integrating geographic data, based on mappings be-
tween ontologies and XML schemas. They present an ontology to support the creation
and exchange of semantic descriptors for geographic resources (XML documents containing
geographic data). The descriptors and the links among them and the resources themselves
are both expressed in RDF. It enables a unique language for querying GML documents,
without knowledge of their structure.

Ontologies for the integration of geographic data appear in [79, 146, 232]. Fonseca et
al. [79] employs ontologies to define classes for developing geographic applications. Their
applications rely on ontology servers and mediators to access their data sources. It allows,
for example, loading data instances from heterogeneous data sources, using a schema defined
by one ontology.

GIS interoperability also requires additional levels of integration such as commonality
of systems behavior and system-user interaction. The adoption of a common geographic
data model [210, 25] or at least a framework to unify heterogeneous models [46] constitutes
one ingredient to achieve this goal.

9 Conclusions

Integration of heterogeneous data has been one of the greatest challenges in database re-
search. The advent of the Web is pushing the demand for solutions, and reformulating this
problem into a more complex setting — the discovery, selection and composition of data and
services. Solutions for all these problems involve versatile standards and enriching the Web
with semantics, in order to allow interoperability while embracing diversity.

The Web is becoming the common platform for implementing cooperative distributed
systems. The semantic Web and workflows based on the collaboration of services across
the Web, are expected to expand the role of computers to support human activities in
a variety of fields. In this open distributed environment, data processing and semantics
cannot be dissociated, because the meaning of data depends on the whole process employed
to produce them. Technology to support the idealized systems is under fast development, in
areas ranging from knowledge management to Web services development and composition.
Concrete applications must be developed in the near future to fulfill end users’ expectations.

This survey has outlined the research on information systems interoperability, from
work on interconnection of relational databases, to the most recent developments in se-
mantic Web services. The major contributions are: (1) describing and comparing proposed
standards and architectures; (2) categorizing heterogeneity and proposed solutions; (3) dis-
cussing specific needs related with data and services integration, particularly for scientific
applications.
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