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Abstract

Classifying Remote Sensing Images (RSI) is a hard task. eTasr automatic approaches whose
results normally need to be revised. The identification amlgigon extraction tasks usually rely on ap-
plying classification strategies that exploit visual aspeelated to spectral and texture patterns identified
in RSI regions. There are a lot of image descriptors propaséke literature for content-based image
retrieval purposes that can be useful for RSI classificatibinis paper presents a comparative study to
evaluate the potential of using successful color and textaage descriptors for remote sensing retrieval
and classification. Seven descriptors that encode texttoemation and twelve color descriptors that can
be used to encode spectral information were selected. Wdidtigythe main characteristics and perform
experiments to evaluate the effectiveness of these démipTo evaluate descriptors in classification
tasks, we also proposed a methodology based on KNN classHigreriments demonstrate that Joint
Auto-Correlogram (JAC), Color Bitmap, Invariant SteemBlyramid Decomposition (SID) and Quan-
tized Compound Change Histogram (QCCH) yield the bestt®sul

1 INTRODUCTION

Agriculture has an important role in the economy of seveaaintries. The results of agricultural
activities are directly linked to the productivity. Theveé, many researches have been investigat-
ing new ways to improve the agricultural practices and, eqasntly, to increase the quantity and
quality of what is produced. In this scenario, crop monitgris a fundamental activity and using
Geographic Information Systems (GIS) has made it easier.

Some of the main issues related to crop monitoring are: Halwedand occupation? What is
cultivated in a given region? Where are some cultures aiéo?

Remote Sensing Images (RSIs) provide the basis for theianeatt information systems that
support the decision-making process based on land covageba Using RSI in crop monitoring
requires the recognition of the regions of interest and #teetion of the polygons around these
regions.

The identification and polygon extraction tasks usually o# applying classification strategies
that exploit visual aspects related to spectral and texgateerns identified in RSl regions. These
tasks can be performed automatically or manually. The “raBrapproach is based on image ed-
itors where users can define or draw polygons that represgitns of interest using the raster
image as background. In general, automatic approachedassification strategies based on pixel

*Authors are grateful to FAPESP, CAPES, CNPq and Microso$elaech for financial support.
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information. The most used pixel classification algoritivtexVer [1], however, is not very ef-
fective. Several new methods have been proposed to imphevpdrformance of MaxVer-based
techniques. In [2], a new method considering image segriien&|S, and data mining algorithms
was presented. Compared with pixel-based classificatimnreasults showed best agreement with
visual interpretation. The work proposed in [3] applied arphological filter in an image which
was classified by MaxVer algorithm. The results were congbari¢h the other classification algo-
rithms (Fisher linear likelihood, minimum Euclidean diste and ECHO). In [4], three Land Cover
Classification Algorithms are compared for monitoring Nidfbrea using multi-temporal data.

The main drawback of automatic approaches is concerneditwiiensitivity to image noises
(e.g., for example, distortions that can be found in mowmaias regions). Another important prob-
lem in the automatic approaches is concerned with the fattliey usually fail to correctly identify
borders between distinct regions within the same image.s,Tinupractical situations, the results
obtained need to be revised. As these revisions take a lohef it is sometimes more convenient
to the user to perform recognition manually.

Content-based Image Retrieval (CBIR) systems are dewvelperovide efficient and effective
means to retrieve images. In these systems, the searchongssrconsists of, for a given image,
computing the most similar images stored in the databasejdering only image properties, like
color and texture, for instance. The searching processsrel the use of imag#escriptors A de-
scriptor can be characterized by two functiofesature vector extractioandsimilarity computation
The similarity between two images is computed as a functfaheir feature vectors distance.

Recently, some descriptors for RSI purposes has been mopoBusk et. al. [5] presented
algorithms that allow automatic selection of features émion and tile similarity searches applying
relevance feedback. Samal et. al. [6] proposed an RSI géscrecalled SIMR (Satellite Image
Matching and Retrieval). SIMR computes spectral and dpattebutes of the images using a
hierarchical representation. A unique aspect of this d@ecrare the couples of second-level spatial
autocorrelation with quad tree structure.

There is a large number of image descriptors proposed intératlire for CBIR that can be
useful to classify and recognize RSI regions. Using detmsp systems can calculate how similar
regions of an image are when compared to a spectral or tepautiern in which users are interested.
This information can, therefore, be used to classify thelevimnage. Santos et. al. [7] presented a
semi-automatic method to vectorize regions from remotsiegrimages using relevance feedback
based on genetic programming (GP) combining image descsipiThe solution consists in using
image descriptors to encode texture and spectral featumesthe images, applying relevance feed-
back based on GP to combine these features with informabitaired from the users interactions
and, finally, segment the image. At the end, segmented inragé&e() is converted into a vector
representation.

Descriptors effectiveness can vary from one applicatioartother. This fact shows the im-
portance of evaluating descriptors considering specifidiegtions. A comparative study of color
descriptors for Web image retrieval is presented in [8]. leesv, to the best of our knowledge no
study has been conducted to evaluate the performance authefhess of image descriptors in RSI
retrieval and classification tasks.

This paper presents an evaluation of image descriptorsSordRrieval and classification. Seven
descriptors that encode texture information and twelverad¢scriptors that can be used to encode
spectral information were selected. We highlight the maiaracteristics and perform experiments
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to evaluate the effectiveness of these descriptors irev@lrsessions and classification tasks.

2 IMAGE DESCRIPTORS

The descriptors chosen for the evaluation are importardrigésrs from the literature and recently
proposed descriptors. This section brief introduces eétieachem.

2.1 Color descriptors

The color descriptors evaluated in this work are: GCH [9],G34[10], LCH [9], CCV [11],
ACC [12], JAC [13], BIC [14], CBC [15], Color Bitmap [16], CS[17], CW-HSV [18] and
CM[19].

Global Color Histogram (GCH) [9] is the most popular color descriptor from the literature
It is commonly used as baseline for comparisons of colorrif#ecs. Its extraction algorithm
quantizes the color space uniformly and scans the imageioguhe number of pixels that belong
to each bin. The feature vector size depends on the quaotizased. In our experiments, the
RGB color space was divided into 64 bins, leading to a feataotor with 64 values. The distance
function used was the L1 distance.

Cumulative Global Color Histogram (CGCH) [10] is also very popular in the literature and is
very similar to the GCH descriptor. The main difference i@ &xtraction algorithm is that the value
of each bin is cumulated in the next bin. This makes the lashave the sum of all the previous bins
plus the actual bin. In our experiments the color space wastqed into 64 bins and L1 distance
function was used.

Local Color Histogram (LCH) [9] is one of the most popular descriptors that is based o fixe
size regions to describe image properties. Its extractigorithm splits the image into fixed size
regions and computes a color histogram for each region.r &ftg, the histograms of each region
are concatenated to compose one single histogram. Thermapted version splitted the image
in 16 regions (4x4 grid) and quantized the RGB color spacae @dt bins. This generated feature
vectors with 1024 values. The L1 distance function was used.

Color Coherence Vector (CCV)[11] is also very popular in the literature. Its extractidn a
gorithm classifies the image pixels in coherent or incohtepedels. This classification considers if
the pixel belongs or not to a region with similar colors, edlcoherent region. After the classifi-
cation, two color histograms are computed: one for cohguixets and other for incoherent pixels.
Both histograms are concatenated to compose the featuiw . viecour experiments, the RGB color
space was quantized into 64 bins and L1 distance functiorused.

Color Autocorrelogram (ACC) [12] maps the spatial information of colors by pixels caarel
tions in different distances. The autocorrelogram congpthie probability of finding in the image
two pixels with colorC in a distanced from each other. After the autocorrelogram computation,
there arem probability values for each distanceconsidered, wheren stands for the number of
colors in the quantized space. The implemented versiontigearithe RGB color space into 64 bins
and considered 4 distance values (1, 3, 5, and 7). L1 disfancdon was used.

Joint Auto-Correlogram (JAC) [13] follows the same principle used by ACC. However, its ex-
traction algorithm computes the autocorrelogram for mbamtone image property. The properties
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considered are: color, gradient magnitugak andtexturednessColor is extracted in RGB color
space and the other properties are extracted from the grayiteage. The joint autocorrelogram
indicates, for each distance considered, the probabiliginaultaneously occurring the four proper-
ties considered. The implemented version used the HSV splace quantized into 64 bins, 5 bins
for the other three properties, a 5x5 pixels neighborhoati4adistance values (1, 3, 5, and 7). L1
distance function was used.

Border/Interior Pixel Classification (BIC) [14] classifies image pixels dmrder or interior
pixels. If a pixel has the same color in the quantized spadbeisfour neighbors (above, below,
right, and left) it is classified aaterior. Otherwise, itis classified dorder. After the classification,
two color histograms are computed: one for the interior Igiband other for the border pixels.
The two histograms are concatenated and stored into theréeatctor. The implemented version
quantized the RGB color space in 64 bins. Th®&gdistance function was used.

Color-Based Clustering (CBC)[15] is a method for feature extraction based on image seg-
mentation . The method decomposes the image into disjoimextied components. Each region
has a minimum size and a maximum color difference. A regiatefined by its average color in
the CIE Lab color space, by its horizontal and vertical certed by its size in relation to the image
size. The distance function is a combination of L2 distamztlategrated Region Matching (IRM)
functions.

Color Bitmap descriptor [16] analyzes image color properties globatigl kbcally. Its extrac-
tion algorithm computes the mean and the standard deviafieach of the R, G, and B channels
independently. After that, the image is split imtoblocks and the mean of each block is computed
for each channel. If the block mean is greater than the imaggnithe correspondent feature vec-
tor position receives 1; otherwise, it receives 0. The impaeted version used 100 blocks. The
distance was computed in two steps: L2 function for the meahséandard deviation values; and
Hamming distance for the binary values.

Color Structure (CSD) [17] is one of the color descriptors used in the MPEG-7 stethdBhe
CSD extraction algorithm uses the HMMD (hue, max, min, diffjor space and scans the image
with a 8x8 pixels structuring element. A histogrdntm) is incremented if the colamis inside the
structuring element, whena varies from 0 toM — 1 andM is the color space quantization. The
implemented version quantized the space in 184 bins as steghj@ [17] and used the L1 distance
function. According to previous comparisons among the MPEEIor descriptors [20, 21], the
CSD achieved the best performance.

Color Wavelet HSV (CW-HSV) [18] considers image color properties in wavelet domais. It
extraction algorithm uses the HSV color space quantizedGdtbins and computes a global color
histogram for the image. After that, the Haar wavelet coeeffits are hierarchically computed. This
is done recursively by dividing the histogram in the middfgehe sum of the values from the first
half are greater than the sum of the values from the secoridthalcorrespondent feature vector
position receives 1; otherwise, 0. The process is repeattidtie last possible level of division,
what leads to 63 bits in the feature vector.

Chromaticity Moments (CM) descriptor [19] characterizes the image by chromaticityes
Its extraction algorithm first converts the image to the CIEZXcolor space. The chromaticity
values(x,y) are computed as= 33— andy = y—v—. After that, two features are computed: the
trace that indicates the presence or not of eacly) value, and the histogram of chromaticities. The
trace and the histogram are used to define the chromaticitgents. In the implemented version 6
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moments were used, leading to 12 values in the feature vddterdistance function cumulates the
modular differences between the corresponding moments.

3 TEXTURE DESCRIPTORS

The texture descriptors evaluated in this work are: LBP,[22]D [23], SID [24], CCOM [25],
Unser [26], QCCH [27], and LAS [28].

Local Binary Pattern (LBP) [22] is a simple texture descriptor that is invariant to tiota
and variations in the gray scale values. Its extractionralgn defines a window with radi®
and a quantity of neighbor8 and scans the image counting the quantity of positive andtiveg
variations between the gray values of the neighbor pixedstha central pixel of the window. For
gray scale invariance, only the signal of the variation issidered, being 1 for positive and 0 for
negative variation. After that, the quantity of 0/1 and X#hsitions are computed, what guarantees
the rotation invariance. If the quantity of transitionsésd than 2, the LBP value for that window
position is equal to the quantity of 1 signals in the neighlbod. Otherwise, the LBP valuekst 1.
After all the image is scanned, a histogram of LBP values immaed. In our experimenR =1
andP = 8 values were used. The distance function used was the landast

Homogeneous Texture Descriptor (HTD)[23] is one of the texture descriptors from the
MPEG-7 standard. lIts extraction algorithm applies a setl@f$i sensitive to different scales and
orientations. The output of each filter is an image from whileh average and standard deviation
values are computed. The most common filters used are Gatees.filn the implemented version,
Gabor filters sensitive to 4 scales and 6 orientations wezd,Usading to a feature vector with 48
values. The distance function computes the difference deweach correspondent average and
standard deviation values.

Invariant Steerable Pyramid Decomposition (SID)has extraction algorithm similar to the
HTD descriptor. The image is processed by a set of filtersithento different scales and orienta-
tions. In SID, the image is first decomposed into two sub-bdnda high-pass filter and a low-pass
filter. Next, the low-pass sub-band is decomposed reculysiv K sub-bands by band-pass filters
and into one sub-band by a low-pass filter. Each recursiyecstptures different directional infor-
mation about each scale. The mean and standard deviaticecbfseib-band are used as feature
vector values. The invariance to scale and orientation tigilodd by applying circular shifts in the
feature vector. The implemented version uses 2 scales arnemtations, leading to a feature vector
with 16 values. The distance function computes the diffeedmetween each corresponding mean
and standard deviation values.

Color Co-Occurrence Matrix (CCOM) [25] is a variation of Gray Level Co-Occurrence Ma-
trix (one of the most common approaches for texture anabysisclassification). CCOM extracts
the feature vector by first quantizing the color space and fitanning the image to compute the
co-occurrence matriw/(cp, cq,d). For each pair of image pixe[s q with distanced between them-
selvesW(cp, ¢y, d) is incremented by one, whegeg is the color of pixelp in the quantized spacey
is the color of pixelq in the quantized space, adds the distance between them. The feature vector
stores the positive values of the matrix that are below arsupreshold, leading to a variable size
feature vector. The implemented version quantized the R@& space into 216 bins and usdd
equal to 1. The distance function computes the differeneesden the correspondinl values.
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Unserdescriptor [26] was proposed aiming to reduce the compl@fito-occurrence matrices
while keeping good effectiveness. Its extraction algonitbomputes a histogram of surigm
and a histogram of differencédyis. The image is scanned and, for each angle a and distance d
defined, the histogram of sums is incremented considerimgum and the histogram of differences
is incremented considering the difference between theegatd two neighboring pixels. As with
gray level co-occurrence matrices, measures like eneogyrast, and entropy can be extracted from
the histograms. In our experiments 256 gray levels and 4eangére used (0 45, 90° e 135),
as well as distance d equal tdbland eight different measures were extracted from thedristos.
The feature vector was composed by 32 values. The L1 disfancéon was used.

Quantized Compound Change Histogram (QCCH)descriptor [27] characterizes texture in-
formation using the relation between pixels and their nedgh. It generates a representation invari-
ant to rotation and translation. Its extraction algorithoarss the image with a squared window. The
average gray value of the window is computed for each positidhe image. Then, four variation
rates are computed considering the average gray valueharubtizontal, vertical, diagonal and
anti-diagonal directions. The average of these four variatis computed for each window position
and they are quantized into 40 bins. A histogram of thesesgakicomputed. L1 distance function
was used.

Local Activity Spectrum (LAS) descriptor [28] captures textures spatial activity in fdiffer-
ent directions separately: horizontal, vertical, diagpoaad anti-diagonal. The four activity mea-
sures are computed for a pix@l j) by considering the values of neighboring in the four dil@si
The values obtained are used to compute a histogram thallés tacal activity spectrum Each
componeny; is quantized independently. In our experiments each coemonas non-uniformly
gquantized into 4 bins, leading to a histogram with 256 birtse @listance is computed by L1 func-
tion.

4 EXPERIMENTS

This section presents the databases used in the experiar@hthe measures used to evaluate the
descriptors.

4.1 Image databases

Two image databases were created to evaluate image dessfijased on distinct RSlIs. One of
them can be classified as “easy recognition” (pasture imabég the other as “hard recognition”
(coffee image). Information about the used RSIs is showda@bie 1.

In the experiments, one image is represented by a tile frarottginal RSI. The size of the
tile was fixed according to the common extension value wdggon of interest Coffee crops are
normally in small parcels on the same farm. We defined that 75 metersis a good value to the
size of the partition. For pasture parcels, that are latherchosen value was 460400 meters
The dimension of partitions are fixed in the experiments. Wedu30x 30 pixelsto partition the
coffee image and 28 20 pixelsfor the pasture image. The number of partitions for the pastnd
coffee images was 5980 and 6400, respectively.

A “mask” containing all regions of interest from the RSIs dise the experiments was used to
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Table 1: Remote Sensing Images used in the experiments.

| | Imagel | Image2 |
Region of interest | pasture coffee
Terrain plain mountainous
Satelite CBERS SPOT
Spatial resolution | 20 meters 2,5 meters

Bands composition| R-IR-G (342) | IR-NIR-R (342)
Acquisition date 08-20-2005 | 08—29-2005
Location Laranja Azeda] Monte Santo
Basin, MS County, MG
Dimensions (px) 1310x 1842 | 2400x 2400

know the class of each tile. A “mask” is a binary image whelle&4 represents pixels of regions of
interest. The “masks” used in our experiments were cladgifianually by agricultural specialists.

4.2 Evaluation measures

The main objective of the experiments was to evaluate ancdpaoenthe descriptors considering
effectiveness issues. For this purpose, we configured twerarents: retrieval effectiveness eval-
uation and overall accuracy classification.

To evaluate retrieval effectiveness, PrecisiorRecall curves were usedRrecisionquantifies
the percentage of relevant images present in the retri@gdts.Recallis a measure that represents
the percentage of the relevant images that are retrievedregidfon x Recall curve indicates the
variation in Precision values as the rate of relevant imdgms the database (Recall) changes.
Intuitively, the higher the curve, the better the effeatiees. The Precision and Recall curves were
computed based on the average values obtained for each iquegg in each database. We used
340 and 100 queries in the Pasture and Coffee image setstigspefor all the color and texture
descriptors presented in Section 2.

To compute the overall accuracy of each descriptor we impided a variation of K-Nearest
Neighboor (KNN) classifier. First of all, a set of tiles frohetdatabase was randomly selected to be
used as training set. The set, corresponding to 10% of tlabdse size, is composed by relevants
and non-relevants samples in the same proportion founceifuthdatabase. To classify one image
(tile), each descriptor evaluated was used to compute gtargie between the given tile and all the
training set tiles. Based on the descriptor distancesy#éim@ng set is ranked and the first K tiles are
weighted inversely proportional to their position in th@kaFinally, the sum of the tiles’ weights
for each class (relevant or non-relevant) is computed. Thatgr sum indicates the class of the
input tile. To test the classification effectiveness of theatiptors 100 tiles were used for each RSI.

4.3 Results

Figures 1, 2, 3, and 4 show the PrecisiorRecall curves for color and texture descriptors in the
databases used.

From Figure 1 we can see that good descriptors consideriniguvad effectiveness are JAC,
Color Bitmap, and ACC.
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Figure 1: Precisiorx Recall curves for color descriptors in the Pasture Image Set

From Figure 2, it is possible to see that JAC presents theskigbrecision values even for small
values of Recall and for Recall equal to 1.

Precision

Figure 2: Precisiornx Recall curves for color descriptors in the Coffee Image Set.

Analyzing Figure 3 itis possible to notice that SID has thghleist Precision values for all values
of Recall.

Considering curves for the Coffee database in Figure 4 pibssible to see that the descriptors
present very similar Precision values and these valueseae32% when Recall reaches 10%.

After analyzing the curves for color and texture descriptibiis possible to say that color de-
scriptors are slightly better than texture descriptorgtierdatabases used. For example, in the Pas-
ture database, for Recall equal to 10%, the highest Pracigilue for color descriptors is around
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Figure 3: Precisiorx Recall curves for texture descriptors in the Pasture Image S
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Figure 4: Precisionk Recall curves for texture descriptors in the Coffee Image Se

62% (JAC) and for texture descriptors is near 47%. For Recplhl to 1, color descriptors achieve
Precision of 25% (Color Bitmap) and texture descriptorsi@ahalmost 23% . For the Coffee
database, it is possible to notice that, for Recall equad$é,lthe highest curve of a color descriptor
reaches 61% (JAC) while the highest curve of a texture dascrieaches almost 40% (SID). For
Recall equal to 1, there is almost no difference in the Pi@mtigalues.

According to the results for the coffee database present&djure 5, its is observed that some
descriptors achieved high overall accuracy values. Ther a#scriptors BIC, ACC, CBC, Color
Bitmap, and JAC were the best ones reaching more than 60%eoélbaccuracy for any k. JAC
produced the highest accuracy values, being the only orte waiues over 70% (72% for k=1,
79% for k=3, and 73% for k=7 and k=10). In relation to the testdescriptors, QCCH, SID, and
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Figure 6: Overall accuracy classification of each desarifetopasture KNN 1, 3, 7 and 10.

LAS yielded the highest accuracy values, 52% for k=3. Forlkasdifferent than 3, the texture
descriptors presented accuracy below 48%. The CCOM déscdjl not reach 25% of accuracy
in any of the experiments in the coffee database.
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According to the results for the pasture database presémtéijure 6 we can see that some
descriptors yielded good accuracy values. The color descsi JAC, Color Bitmap, and CBC
reached near or more than 60% of overall accuracy. JAC ggcrvas again the descriptor with
highest accuracy value, reaching 78% for k=3 and being o5& for all k values. The texture
descriptors yielded lower accuracy values in relation torttajority of color descriptors. QCCH,
SID and Unser were the only texture descriptors to reachracgwabove 50%. For k=3, QCCH
reached 58% of accuracy, SID 55% and Unser 53%. CCOM descrigrched the lowest accuracy
values, being below 25% for all k values.

Considering the accuracy values in both image databasesamvpoint JAC as the best color
descriptor. However, JAC generates big feature vectorssandt is slower to compare them. If
storage and time requirements are not critical, JAC is tis¢ deoice. Other descriptors with near
effectiveness are CBC and Color Bitmap. CBC has complexetitn and distance function. Color
Bitmap is the best choice among the color descriptors, whathnce simple algorithms and good
effectiveness. Amongst the texture descriptors, QCCH dDdeached the highest accuracy values,
being SID more computationally complex than QCCH for feeguextraction.
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