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ABSTRACT
This paper analyzes how interoperability and componentiza-
tion efforts in the geospatial domain have an underestimated
impact on the user perspective, directly affecting model de-
velopment. This discussion is illustrated by the description
of the design and implementation of WebMAPS, a geospa-
tial information system to support agricultural planning and
monitoring.

Categories and Subject Descriptors
H.2.8 [Database Management]: Database Applications—
scientific databases, spatial databases and GIS ; H.3.5 [ In-

formation Storage and Retrieval]: Online Information
Services—Data sharing

General Terms
Interoperability

Keywords
Geospatial data representation and processing, data and
process availability, data publication

1. INTRODUCTION
In geographic information science, interoperability is a key

issue, given the wide diversity of available geospatial data
and scientific data processing tools. There are many research
initiatives to meet this challenge, from data interchange
standards and service-oriented architectures (SOA) to user
interface design. This paper concentrates on two kinds of
interoperability aspects: processes and data. Processes in-
teroperability is related to how two (or more) heterogeneous
systems can interact. To that end, the systems must have
means of determining which operations can/should be in-
voked from each other’s interface to execute a task. Data
interoperability concerns data representation formats and
manipulation. To achieve data interoperability, data con-
sumers must be able to interpret one data set according to
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the same set of concepts. Both points of view are intimately
related, since processes consume and produce data.

We show that efforts towards these directions have a de-
sirable side effect: they are progressively shielding end users
from having to deal with low level data management issues.
This helps bridging the semantic and operational gap be-
tween data providers and scientists whose main interest is
to design and test geospatial models, without having to con-
cern themselves with low level implementation details.

The paper presents two main contributions towards help-
ing solve process and data interoperability problems, namely:
(i) a conceptual framework that structures those transfor-
mation steps into several layers, with clear cut interfaces
and responsibilities, thereby helping systems designers; and,
(ii) a real case study of this framework showing its advan-
tages on reducing the gap between resource providers and
model developers. The framework is being adopted within
WebMAPS, a multidisciplinary project involving research in
CS and agricultural and environmental sciences.

2. GEOSPATIAL DATA MANAGEMENT
The architecture of interoperable data management sys-

tems is often specified following a basic three-layer cycle:
providers (data layer), transformers (service layer) and con-
sumers (client layer). An example is the infrastructure pro-
vided by INSPIRE (www.ec-gis.org/inspire/), an initia-
tive for the creation of a spatial infrastructure for Europe,
with a distributed network of databases, linked by common
standards and protocols to ensure compatibility and inter-
operability of data and services. Though useful to under-
stand the functionalities provided, this kind of organization
is insufficient for designers of geospatial systems to choose
and compose process and data interoperability solutions. In
order to meet this challenge, we propose an extended frame-
work which induces a methodology for geospatial data man-
agement. This framework, shown in Figure 1, describes a
data management cycle for GIS applications – from data
acquisition (at the bottom) to data publication (at the top),
to be consumed by applications that embed models. This
cycle can be repeatedly pipelined: the data publishers of one
cycle can become the data providers of the next cycle. The
first five layers can be compared to a Extract-Transform-
Load (ETL) process in data warehouse environments.

Our full data management cycle has seven layers, which al-
ternate between representing either data or processes. Lay-
ers 2, 4, and 6 represent data, and boxes with gears (Layers
1, 3, 5, and 7) represent data manipulation operations. The
flow is from bottom to top, with the operations being ap-



plied to the data on their way up. We point out that not all
stages of the cycle are mandatory – e.g., a given intermediate
stage may not be needed, or applications may retrieve raw
data directly from providers. Furthermore, an entire cycle
may be under the control of a single organization (e.g., our
case study of Section 3), or distributed on the Web.

Figure 1: Geospatial data usage scenario

The bottom layer houses Data Providers of many kinds,
including sets of files, databases, sensors and data services.

Layer 1 (Acquisition) hosts data acquisition software, which
works as a mediator (or wrapper) to data providers. Layer
2 consists in unprocessed data, obtained directly from data
providers in a variety of formats. Layer 3 (Pre-Storage Pro-
cessing) represents the processing phase where data is trans-
formed before its storage. Examples include signal process-
ing functions for improving precision, and data cleaning for
detecting variations or errors. Layer 4 (Data Repositories)
corresponds to the storage facility, often a data repository
of some kind, such as a database system. Two of the major
issues to be dealt with in this layer are problems on what
to store and how to fill in the gaps left by several types of
acquisition errors.

Layer 5 (Publication Pre-Processing) is responsible for trans-
forming the data, filtering or augmenting it, in order to meet
application requirements. Examples of such requirements
include adjusting spatio-temporal resolution, access period-
icity and specific presentation formats. The execution of
operations in Layer 5 are guided by application needs while
operations executed in Layer 3 are oriented towards storage
requirements. Thus, unless the operation was executed in
Layer 3 and the result is already available in the reposito-
ries, a request from an application is executed in Layer 5.
Layer 6 contains the Pre-Processed Data sets, ready to be
published to and consumed by models.

Layer 7 (Publication Software) represents the software that
will make interfaces to operations and data access mecha-
nisms available to applications. The publication software
must allow applications to select pre-processing operations,
among the ones available, to be applied on the data before
transmission.

The upper layer (Models) is where the applications lie and
where end users are able to interact with all the infrastruc-
ture on the layers below. Applications embed model ex-
ecution, hence allowing scientists to visualize results, and
to tune and interact with these models. Annotation mecha-
nisms are orthogonal to all layers, using metadata standards

or free annotations – see Section 4.

3. PUTTING THE FRAMEWORK TO USE
We illustrate the use of the framework from the previous

section with the WebMAPS project, whose goal is to provide
a platform based on Web Services to formulate, perform and
evaluate policies and activities in agro-environmental plan-
ning. The project caters to two kinds of users – farmers,
and domain experts, such as agronomers or earth scientists.
WebMAPS data repositories include primary raw data (e.g.,
product classification from Brazilian official sources) and de-
rived data (e.g., composite images). Geospatial data sets
include satellite images, and coordinates of county bound-
aries.

We focus on one product from WebMAPS: NDVI (Nor-
malized Difference Vegetation Index), which is a vegetation
index correlated to biomass conditions of vegetation. An
NDVI graph plots the average NDVI pixel value in a re-
gion through time from a temporal series of images – Fig-
ure 3 (bottom right). This can be used for crop monitoring
and prediction, e.g., in the sugar cane culture, a curve with
higher values may indicate a product with better quality.

NDVI graphs require two kinds of data – those acquired
periodically (satellite images) and those that, once acquired,
are only sporadically updated (e.g., county boundaries). This
section describes the management cycle for these data within
WebMAPS. We will not enter into details of acquisition pe-
riodicity nor procedures to refresh data, but such issues are
embedded into constraints treated by our 7-layer framework.
Figure 2 shows the main phases of the workflow that spec-
ifies the computation of the graph, following the layers of
Figure 1.
Data Aquisition. There are many satellite imagery providers.
For NDVI analysis, WebMAPS’ agro-scientists have chosen
to use pre-computed NDVI images provided by NASA from
MODIS sensors (e.g., http://rapidfire.sci.gsfc.nasa.

gov/). Here we faced typical problems of geospatial data
acquisition. Each image depicts a geographical region much
larger than the ones for which this first version of WebMAPS
is being conceived (Brazil’s southeast). Moreover, retrieving
each image meant browsing the NASA web site to find the
download link, which made assembling our image database
a time-consuming task. To improve on that, we have devel-
oped Paparazzi, a tool to automate the retrieval of remote
data sets from specific web sites by means of screen scraping
techniques. Paparazzi is worth using whenever the number
of files to be retrieved is large, and hyperlinks to target files
are not concentrated in a single page, but scattered across
several pages, as is the case with NASA MODIS images. If
done manually, for each image, the user needs to visit three
different web pages prior to starting a 50 Mb file download.

The other two kinds of data used are (i) vector-based co-
ordinates, corresponding to the geographical regions of in-
terest (using either manual region definition or importing
shapefiles), and (ii) textual descriptions of crops and their
attributes (also using screen scraping techniques).
Unprocessed Data. Satellite images retrieved using Pa-
parazzi and shapefiles are encapsulated in temporary files,
for subsequent quality checking. The rest of the data used
goes directly to Layer 3 (Pre-Storage Processing). Our multi-
layer framework allows determining which stages should be
followed for each kind of data.
Pre-Storage Processing. There are three main concerns



Figure 2: Computation and publication of NDVI series for a region

here: corruption detection, data normalization and assem-
bly of the data sets. Corruption detection is mandatory
and is made explicit in our framework, since data providers
and data transmission are never 100% reliable. Data nor-
malization is a recommended step to make data processing
easier and more efficient. We automatically convert all files
to a single and uniform representation format, and all mea-
surement units to the same system. Data set assembly is the
last pre-storage processing step, consisting in using coherent
spatio-temporal units – in our example, creating a composite
NDVI image from a mosaic of acquired NDVI images.
Data Repositories. Once the data are pre-processed, they
are ready for storage. We use two types of storage: a rela-
tional database and the filesystem. Crop descriptions, ge-
ometries, textual properties, and data set descriptions are
stored in PostgreSQL/PostGIS. Raster images in GeoTIFF
format are stored filesystem partitions. Our preliminary ex-
periments with these data appear in [6].
Publication Pre-processing. This phase concerns trans-
forming information, and ultimately preparing it for user
consumption. In our example, this means (i) computing the
average NDVI pixel value for the region defined by the user;
and, (ii) iterating (i) for the input time span. These steps
are performed automatically without user intervention.
Data Publication. This is the last phase in our case study,
when NDVI graphs constructed in the previous phase are
published as images. WebMAPS innovates allowing data
produced in any of the framework phases to be directly ac-
cessible in many representations. This is facilitated by iso-
lating the responsibilities of each framework layer.

Figure 3: WebMAPS embedding map generated by

Google Maps

WebMAPS can act as a data provider and mediator by
re-distributing geometries acquired from an authoritative
source (Brazilian Geographic Institute), e.g., transforming
them into a suitable format to feed Google Maps. In Fig-
ure 3, we depict WebMAPS acting as a client of Google’s
map rendering service. The map rendered by Google Maps
(using geometry data from WebMAPS) is mashed-up with
results from a user query, composing the web page shown in
Figure 3. The query results comprehend textual metadata
and a NDVI graph for the given region and time frame.

This interaction pattern between WebMAPS and Google
Maps is a combination of resource-oriented (from WebMAPS)
and service-oriented (from Google Maps) paradigms – see
Section 4. In this example, using KML (www.opengeospatial.
org/standards/kml/) and WKT (www.opengeospatial.org/
standards/sfa) enabled us to rapidly build a prototype for
cartographic visualization, including satellite image overlays
provided by Google Maps. End users are rapidly able to vi-
sually assess the quality of the data, and test the outcomes of
different analyses. Hence, standards offer much more than
interoperability. Their use has sped up the validation of
user requirements in terms of interaction needs. More im-
portantly, it has leveraged model development, so that users
can start testing their ideas much sooner, while we work on
other system issues. We are also experimenting with other
kinds of Web service-based solutions (see [3] for our use of
GeoServer to publish GML data for biodiversity systems).

4. INTEROPERABILITY APPROACHES
From the data interoperability perspective, standards deal

with representation and formatting issues, e.g., OGC’s GML.
From the process interoperability perspective, standards are
used in the specification of protocols, interfaces and descrip-
tions of processes. Examples include OpenDap Open-source
Project for a Network Data Access Protocol and OGC stan-
dards, such as WFS for vector data access and the more re-
cent Web Processing Service (WPS) for processes. Although
WPS does not describe the specific behavior of an operation,
it provides general description mechanisms, such as Profiles
and ProcessDescriptions. This, however, still leaves room
for semantic mismatches.

Standards must be present at least in the frontiers of our
data manipulation cycle, “wrapping” it (see Section 2). The
communication interfaces for data acquisition and publica-
tion are the two points where these solutions are most use-
ful: WebMAPS can be seen as a client application and a
data provider to client applications. As a server, WebMAPS
strives to adhere to standards, to enable interoperation with
other systems. As a client, taking advantage of standard
interfaces is important, however, being able to handle in-
voluntary, non-standardized, access mechanisms might be
equally important. As part of those efforts, its development
is adopting Web services and SOAP protocols, OpenDAP,



Microformats and KML.
In our framework, OpenDAP is used as a means to retrieve

and publish data, in layers 1 and 7. For instance, images are
acquired and served by WebMAPS using OpenDAP. In the
first case, it is at the receiving end (Layers 1 and 2), while in
the second case it is at the top of the cycle. As exemplified
by [7], this allows scientists to exchange and visualize results
of complex models. Microformats (e.g., Geo for geograph-
ical coordinates) is a web-based data formatting approach
to re-use existing content as metadata, through standard
annotations conveyed by XHTML (or HTML) classes and
attributes. Their use has direct impact in the represen-
tation of data in Layer 6, after being generated in Layer
5 along with other transformation processes. KML is an
XML-based language schema for expressing geographic an-
notation and visualization for 2D and 3D Earth browsers
(e.g., Google Earth). Our geometry files are represented in
KML, in which case we are acting as data providers.

In the services interoperability, there are two paradigms
competing in the Web: Service-oriented architectures (SOA)
and Resource-oriented architectures (ROA). SOA is a direct
evolution of concepts born from distributed computing and
modular programming practices. It is an architecture where
functionality is grouped around processes and packaged as
interoperable RPC-style services, loosely coupled with op-
erating systems or programming languages. On the other
hand, ROA is intimately related to the Web. It rescues
the principle of Representational State Transfer (REST).
REST outlines how resources are defined, addressed and ac-
cessed through simple interfaces, where domain-specific data
is transmitted over HTTP without any additional messaging
layer or session tracking mechanisms. ROA is more scalable
than SOA, and easier to implement due to its uniform inter-
face and adherence to Web model and standards. SOA and
ROA are complementary paradigms, together they maxi-
mize interoperability – as is the case with WebMAPS: using
SOA when accessing Google, and ROA when serving it.

5. RELATED WORK
There are many studies concerning use of standards, usu-

ally restricted to just one of our layers. Aim4GDI [1], uses
OGC standards for accessing distributed data sources and
creating composite results. The work presented in [4] con-
siders the use of standards (based on the ISO19100 series)
for both data and process interoperability, for distributed
sources. However, limiting the standards considered for in-
teroperability into a single domain hampers the construc-
tion of multi-disciplinary models and applications, prevent-
ing their evolution. This is remarked by [5], which discusses
the evolution of the GML standard and the importance of
integrating it with standards from other application areas.

Interoperability through services is also common. The
work of [2], for instance, describes initiatives towards com-
bining communication and access standards, e.g., providing
common grounds for WFS and WCS to work side by side
with OpenDAP to access oceanographic data. Like us, their
effort shows that combining different standards into systems
design is a way of leveraging interoperability.

Our main concern, however, is to provide adequate sup-
port to flexible model development. From this point of view,
the motivation of GeoModeler [7] is the closest to ours, mak-
ing geospatial resources more accessible to model developers.
GeoModeler is a software framework that combines software

components from a GIS with modeling and simulation soft-
ware, ultimately allowing various forms of analysis and visu-
alization of oceanographic data. Their approach, however,
deals with construction of centralized systems and software
components interoperability in such systems. It does not
consider, for instance, data acquisition or publication.

6. CONCLUDING REMARKS
This paper presented a framework that analyzes the man-

agement of geospatial data from a life cycle perspective.
This framework is being validated in the design and devel-
opment of the WebMAPS project.

By isolating each layer in the cycle, with clear interfaces
and tasks, the framework induces a methodology to design
and develop interoperable geographic applications. Whereas
related research concentrates on providing standards or ser-
vices for one given data transformation stage, we show how
these efforts can be seamlessly interconnected. This allows
users to shift their focus from the technology being used to
the models being constructed.

Future work involves extending the WebMAPS project to
comply to more access standards, from both the commu-
nication and data representation points of view. Another
research issue involves the use of ontology-based techniques
to speed up query processing and annotate data and pro-
cesses – see our work in [3].
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